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Our Upcoming Agent Series

● Session 6: Agent Masterclass #2 (10/15 @ 12pm PT)
○ Featuring Chi Wang from Autogen

🏅 Agents Certification 🏅

https://bit.ly/agents-course 

https://courses.arize.com/p/ai-agents-mastery
https://bit.ly/agents-course
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Agenda

● What are workflows?
● How does workflows compare to other approaches?
● Why the event-driven architecture?
● Context vs state
● How do multi-agent architectures fit in?
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What Are Agents?

LLM agent is… using an LLM to iterate on a task, make decisions, do analysis or control execution flow of 
your application.  

Simplest form of Agent:
● Using an LLM router to determine what to do based on input data & user intent

● Using an LLM to accomplish a skill or a task 

● Combining the above for an iterative workflow

What is not an agent:
● A single LLM Call
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Graph vs Event Based Agent Architecture

Agent with Graph Workflows



© All Rights Reserved |    We Make Models Work

Workflows Example - Data Analysis Agent
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LlamaIndex Workflows - Setup the Workflow
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Highlights:
1. Asynchronous LLM 

call
2. Event-based 

traversal

LlamaIndex Workflows - Setup LLM Router
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LlamaIndex Workflows - Setup Tool Call Handler
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LangGraph vs Workflows



© All Rights Reserved |    We Make Models Work

Router V0 of an Agent

LLM Router Purpose: 
An LLM router is main driver for what path or 
action should be taken within an Agent. There 
might be more than one LLM router within an 
agent.

The LLM router is normally handled using 
function calling in LLMs.
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Simple Router Architecture: Chat to Purchase App

Customer Input

Determining 
Customer Intent

Item Search
Function Call

LLM
Recommended 

Item

Q/A
Function Call

LLM
Query

Response

Purchase

Query

Classification: Query
Question: Question

Classification: Purchase
Item: Item

I need a new Kindle 
e-reader for my reading 

hobby. Are there any 
discounts currently?

Code LLMKey
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Global and Local State Within Agent

Examples of Where Saving State 
● Saving outputs of a task

○ Debugging results
○ Search results

● Saving large amounts of data you don’t want 
in context window

● Saving interests from a user

USE of State
● Use state in one skill based on results of 

another
● Running and Iterating On Code
● Deeper analysis on a returned search result



© All Rights Reserved |    We Make Models Work

Evaluation of Agent Workflows

● Break up Your Evaluation into Useful 
Components

● Evaluation of Function Call Routing 
and Parameter Extraction 

● Evaluate Results of Actions or Tasks
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Sign up for a free account at: 

arize.com/join

Check out Phoenix, our OSS tool, at: 

phoenix.arize.com

Thank you.


