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About Me

swayfair

Applied NLP at Wayfair, Co-creator of SSAI - a Guest Lecturer, University of
working and living in Berlin series of meetups for Oxford (LLM summer school)
industry practitioners
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https://www.meetup.com/street-smart-ai-berlin-meetup/events/
https://www.llmsforsocialsciene.dev/

About Wayfair

e >22 million customers
e > 40 million products
e >20,000 suppliers

e >100 million product reviews
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Product & Content Intelligence Team (PCI)

Supplier Experience

Suppliers input
unstructured data (imagery,
pdfs, text, etc.) about
products they list on site
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¥

Product & Content Intelligence

Our algorithms ingest that information to
complete their product listing as quickly and
seamlessly as possible

Customer feedback and sentiment is passed
back to suppliers so they can further improve
their product listings

Customer
Experience

Customers are delighted by
an accurate and complete
experience on site, app, and
email touchpoints
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Customer Feedback Annotation

Area (L0) Theme (L1) Sub-Theme (L2) Problem (L4) Location (L5)
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https://www.aboutwayfair.com/tech-innovation/bert-does-business-implementing-the-bert-model-for-natural-language-processing-at-wayfair

Bubble Filters

Goal: provide customers with the ability to see (and filter) reviews by “common
topics” that are mined from review comments.

INn past we open sourced our implementation of a topic model ExtRA motivated
by the paper.

Show reviews that mention

Search Reviews n

'i_ sofa 51 ' '::_ good quality 44 ' '::u perfect size 38 ' ' great price 27 .:l' ‘ easy assembly 18 '

'i, great color 16 .:' ':_ small room 13 _':I' ( blue color 11 /.::' ':_\ full size 10
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https://github.com/wayfair-incubator/extra-model
https://aclanthology.org/D18-1384.pdf

Product Tags Extraction

Goal: improve customer experience by integrating extracted tags to filters and Search.
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ML

Product Class: Sofa

Arm style: Square arm
Color: Yellow

Style: Vintage, Modern
Design: Tufted

#of seats: 2

Legs: Wood

Product Class: Table

Top Shape: Round

Frame color: Black

#of Legs: 4

Product Class: Accent Pillows
Color: Gray

Pattern: Geometric
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Customer Feedback LLM Discovery

Status before discovery: Problem:
Separate models for Hard to maintain and keep
customer feedback developing a large

annotation, aspect-based number of models

sentiment analysis, bubble
filters extraction, review
moderation, etc.
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Proposed solution:

Replace existing
production models with a
single LLM-based
consolidated model
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Customer Feedback LLM Design

Customer feedback annotation adapter
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Foundational LLM \ o &
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Reviews summarisation adapter
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Challenges to Build a Production-Ready LLM App

e | LMsoutput format is not deterministic
e LLMstend to hallucinate
e Not enough empirical observations what else might go wrong

e Engineering challenges
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Key Components

LLM fine-tuning
SFT, RLHF, DPO
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Experiment runner

langchain, miflow

[l
H|H
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Eval pipelines

Arize, Phoenix
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Evaluation of LLM-Based Applications

/

\_

There are no industry standards yet to evaluate LLM-based
solutions, especially within specific domains

~

e' Greg Brockman &

evals are surprisingly often all you need

330.5K




Case Study

Customer Feedback Annotation



Existing Customer Feedback Annotation Model

e |s a hierarchical classification transformer model used to predict
customer feedback taxonomy (85 topics)

e |t tags each comment with one or more topic from a predefined
feedback taxonomy

e Is used for various sources of data: customer reviews, return
comments, etc.

e (svery smart but also a legacy!

arize Ve Make Models Wor! © All Rights Reserve
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Customer Feedback Annotation

Area (L0) Theme (L1) Sub-Theme (L2) Problem (L4) Location (L5)
Goal: annotate customer feedback. o Msing
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first version, Idea:
= - « dont overwhelm off-shore
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LLM-Based Approach

Model: Zephyr-7b-SFT (outperforms Gemini-pro and GPT-4 on our data)

Prompt:

00

You are given a text from a customer and the goal is to classify customer feedback into the list of predefined topics.
Predefined topics topics

Choose all topics that are mentioned in the text. Do not topics that are not from the list of predefined topics.
For example

Text is: Service as . I am planning another order from Wayfair. I liked the quality of what I bought.
Topics "service", "product"

lext 1is text

Topics
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https://huggingface.co/HuggingFaceH4/zephyr-7b-alpha

Initial Observations

e LLMsdon't always respond with expected output format (list, json)

e LLMssometimes make up topics that are not present in the taxonomy:
o Style is predicted but is absent in the taxonomy
o Delivery is predicted, but the taxonomy has only Logistics

o Difficult is predicted but the taxonomy has only Difficulty

Note: presence of new topics is not exactly bad, it may be a useful signal to
expand the existing taxonomy, but it is important to validate new topics

before we make such a decision!
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Evaluation Tools

/\ arize s PHOENIX

ML observability platform Tools to evaluate LLM applications
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https://arize.com/
https://phoenix.arize.com/

LLM as a Judge Grading Approach

Key idea: ask an LLM to do the grading for you. The method was proposed in
Judging LLM-as-a-judge with MT-Bench and Chatbot Arena

—— Prompt/Data —»> LLIJ_rI\wAd?r/S"I:EeesT —— Response —»>

Eval Library

Eval Model
Template Params

—_— Eval =

Eval LLM
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https://huggingface.co/papers/2306.05685

LLM as a Judge: Correctness Evaluation (using GPT-4)

TOPIC_CORRECTNESS_TEMPLATE = """
In this task, you will be presented with feedback from a customer and an extracted topic from an AI system.
Your goal is to determine if the extracted topic is accurate given the customer feedback. Here is the data:
[BEGIN DATA]
[CUSTOMER FEEDBACK]: {Content}
kR KRR
[EXTRACTED TOPIC]: {topics}
[END DATA]
Look at the extracted topic and the customer feedback to determine if the extracted topic is accurate based on the feedback text.
Focus on the content of the customer feedback when determining if the extracted topic is accurate.
First, write out in a step by step manner an EXPLANATION to show how to arrive at the correct answer.
Avoid simply stating the correct answer at the outset. Your response LABEL must be a single word, either "accurate" or "unrelated",
and should not contain any other text or characters aside from that word. "accurate" means that the extracted topic is relevant based
on the customer feedback. "unrelated" means that the topic doesn't capture a theme/category of the feedback.
Example response:
SRRk ko okok
EXPLANATION: An explanation of your reasoning for why the label is "accurate" or "unrelated"
LABEL: "accurate" or "unrelated"
EXPLANATION:

/_\qrize | We Make Mo




Example 1: LLM Decisions Well Explained

Customer review:

“These are a wash for me. The color was more like a
pea green, not quite the color | was going for. Also the
one we put together wasn'’t easy. The screws are quite
difficult to thread. | tried to have my kids do it to learn
how to put something together but | had to keep
jumping in to help because they couldn’t thread them.

| bought six for my dining table but they leaned back
so far that no one thought they were comfortable
enough to sit at the table. They are a little more
reclined than | would have liked and they
rockedbounced back even more when sitting. Sent all
three sets back despite the 40box return shipping fee. |
figured | still get back more than if | tried to sell them. |
took an expensive risk and paid for it.”
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LLM-predicted new topics: ['use’, 'smell’, 'taste']

LLM Correctness labels: ['accurate’, 'unrelated’,
'unrelated'], correctness score: 0.33

LLM explanation: The customer feedback primarily
discusses issues related to the assembly and use of
the chairs, including the difficulty of threading screws
during assembly, the discomfort of the chairs when
used at a dining table due to their reclined position, and
the decision to return them because of these issues.
The topic 'use' accurately captures these concerns as
they all relate to the customer's experience with using
the product, from assembly to actual sitting. Therefore,
the extracted topic of 'use' is relevant and accurately
reflects a significant theme of the feedback...”
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Example 2: Very Unexpected Response by the LLM

Customer review:

“Being the mom to 6 kids, | use a lot of different types
of containers. The Rubbermaid container is amazing!
Not to mention, you can use it in the microwave plus
wash it in your dishwasher! Very family friendly and

this mom gives a huge thumbs up!”

N\ arize | We Make Models Work

LLM-predicted new topics: ['[5]f='

LLM Correctness labels: ['unrelated],
correctness score: 0

LLM explanation: The extracted topic given is
"[B]f@" which, when translated from Chinese,
means "interval" or "space between".

The customer feedback primarily discusses the
effectiveness of a Rubbermaid container. It does
not discuss intervals, spaces between objects, or
anything related to the concept of "[E]fz".
Therefore, the extracted topic does not accurately
capture a theme or category of the feedback
provided by the customer.”
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Topics Similarity Analysis: Merge Similar Topics Together

Some of the new topics may be very similar to the ones from the
original taxonomy

Predicted topic: Delivery (not present in the taxonomy)
Topic in the taxonomy: Logistics (very similar by meaning)
Compute Cosine similarity between Delivery and Logistics embeddings

If cosine similarity is greater than the upper threshold then merge Delivery into Logistics.
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Topics Similarity Analysis: Taxonomy Expansion

Some of the new topics may be very dissimilar from the existing
ones, but can be good candidates for the taxonomy expansion!

Predicted topic: Portability (not present in the taxonomy)
Compute Cosine similarity between Portability and all other existing topics

If max cosine similarity is lower than the lower threshold then mark Portability as a
potential candidate for the taxonomy expansion.
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Topic Similarity Analysis

QSeIect N o®

Embedding model: DistilBERT fine
tuned on customer reviews

Visualisation: Arize Phoenix
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Semantic Similarity Between New (Accurate) Topics and
Existing Taxonomy

Raw Data
Dataset Raw Data
@ new_topics text message

) @ new_topics different price
@ predefined_topics email

@ predefined_topics phone @ predefined_topics found cheaper price

@ predefined_topics chat

® predefined_topics sms
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Semantic Similarity Between New (Accurate) Topics and
Existing Taxonomy

Dataset Raw Data Raw Data

@ new_topics difficult @ new_topics damaged

® predefined_topics generic data issues @ new_topics defect/

® predefined_topics difficulty @ new_topics missing

@ predefined_topics conflicting/incorrect

predefined_topics missing (information/context)
predefined_topics wayfair-error
predefined_topics changed mind/error
predefined_topics didnt like it
predefined_topics defect/damage

predefined_topics missing parts

edefined_topics mis-ship
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Key Observations From LLM Evals

e Topics from the predefined taxonomy are predicted with a required
precision

e L|LMsare able to generate new topics (that are not present in the
predefined taxonomy)

e Some of new topics may be unrelated, while others are accurate

e Most of new topics are semantically similar to the ones from the
taxonomy

e |LM judges are capable of providing useful explanations of responses

e |t makes sense to monitor topics tagged as unrelated

e Don't ask the LLM judge to evaluate too many things at once
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Expected System Design

Feedback taxonomy
Taxonomy
Product expansion
processor
Service -« A

New topics

Predicted
topics

LLM endpoint LLM Evals

Adapters

Postprocessed topics}
storage

A4
Requestl [ Online metrics ]

updates

Customer feedback

database
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LLM Evals: findings, best practices, challenges



Model Evals vs Task Evals

Foundation

Category of Truth

Relies on benchmark
datasets.

Model Evals

Relies on the golden
dataset curated by
internal experts and

Task Evals

augmented with LLMs.

Source

Aarize | We Make Models Work

Nature of
Questions

Involves a
standardized set of
guestions, ensuring a
broad evaluation of
capabilities.

Utilizes unique,
task-specific
prompts, adaptable
to various data
scenarios, to mimic
real-world scenarios.

Frequency
and Purpose

Conducted as a
one-off test to grade
general abilities,
using established
benchmarks.

An iterative process,
applied repeatedly
for system
refinement and
tuning, reflecting
ongoing real-world
applications.

Value of
Explanations

Explanations don't
typically add
actionable value;
focus is more on
outcomes.

Explanations provide
actionable insights
for improvements,

focusing on
understanding
performance in
specific contexts.

Persona

LLM Researcher

ML Practitioner
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https://arize.com/blog-course/large-language-model-evaluations-vs-llm-task-evaluations-in-llm-application-development/#:~:text=This%20is%20a%20good%20analogy,performance%20of%20a%20particular%20task.

Different Eval Options

Eval types
Categorical (binary) Categorical (multi-class) Score (continuous number)
Is the summary correct? Can you give a 1-3 star rating Can you return a score for the response summary,
for the summary? continuous value between 1-10?

[ [
Correct Incorrect * * * C? (2) (3,) ? ? (5) C7) Cs) (9) 10

u-]n uon

1star 2 star 3 star Output: 1-10

Research shows it is better to use labels over scores to evaluate your LLM.

Its ok to use a binary or multi-class label that is a number such as “1" or “0”"
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https://twitter.com/aparnadhinak/status/1748368364395721128

Why is it a Challenge to Detect an Error in LLMs in General?

/ \ LLM benchmarks often include

Subjective Tasks L \A '

Collecting error annotations .
X Input LLM Response Binary Error Detector
on LLM responses Is EEELEEREE 1 : :
There is no error in

o ! 1
challenging due to the Compoce angy ' | recently had the the response.
I pleasure of visiting 1

subjective nature of many i’l‘ggag(')';f;)“g’li' ! l-qal\lzaiib andit ' Human Annotators
. 1 quickly became . .
NLP tasks a r?_’cent P10 | 5ne of my favorite ' Not interesting but
awaii... [ places. ... 1 not sure if it is suffi-
' _____UY  ciently unengaging to
\ / (Task in MT-Bench) classify it as error...
Human annotgtors \:.’ X Cannot evaluate
canhot provide = Error Detector...

objective error label...

Evaluating LLMs at Detecting Errors in LLM Responses
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https://arxiv.org/pdf/2404.03602v1.pdf

Summarisation as an Example of a Subjective Task

-

\_

Generated summary may look

good but still may be incorrect

~

J
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Amazon's Al Product Reviews Seen
Exaggerating Negative Feedback

Review summaries created by generative artificial intelligence also sometimes

mischaracterize products.

"l use them for dying down filled items. | do not |
particularly like the smell. But it works." Read

...You can't wash the smell out. And they fall
apart after 5 minutes of fetch. May be fine for
tennis. Most other tennis balls do fine for
fetch...." Read more

".Just takes time for smell to wear off. Surely
whatever these are made off cannot be toxic.
Was going to use these for PT for my hip...." Read

"The balls were a good price but they have a
terrible smell. Wanted to putin a t-shirt to help
with snoring, side sleeping...." Read more

7

.
A tiny percentage of reviews saying Penn tennis balls smelled were represented in an Al-
generated summary. Photo illustration: 731; Source: Amazon, Getty Images

Amazon's Al Product Reviews Seen Exaggerating Negative Feedback
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https://www.bloomberg.com/news/articles/2023-12-19/misleading-ai-product-reviews-on-amazon-spook-sellers-during-holiday-season

Real Mistake benchmark

Paper focus: to create an evaluation benchmark for error detection from LLM responses

Main insights: top LLMs still detect errors with a low recall

Real Mistake consists of

Gz . )
Realistic and Objective Tasks
Input LLM Response Binary Error Detector
T T T T T T T T T T T ;

Generate a math word 1 Qusetion: ! -II-: ?;: 'rse:: o(::: :
problem that satisfies the ! Marla completes 32 laps ’
following requirements. ... , around the t_rack per hour. 1 Human Annotators

! If the track is 400 meters | )
* The problem requires an  , long, how many kilometers ,  The question does not
understanding of relative 1 does Marlarunin2.5 1 involve relative speed.
speed in a circular track ... ! hours? ... : The response
. includes error!
Human annotators can provide N~ ..’ P Error Detector
Q)bjective error label for evaluating error detectors! Ve is wrong! )
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https://github.com/psunlpgroup/ReaLMistake

Conclusions

e Domain-specific task evals can help to build a healthy LLM system

e Designing a set of useful evals for your task is a work of art )

e Both research and industry are moving incredibly fast: we should
expect even more from LLM evals

e Thereis noindustry standards in LLM evals: be the one who makes it!

N\ arize | We Make Models Work © All Rights Reserved



/\ arize

Thank you!

Feel free to contact me:

ilyaboytsovl805@amail.com
https://www.linkedin.com/in/ieboytsov



mailto:ilyaboytsov1805@gmail.com

